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This note is adapted from the CBU5201 lecture slides. This note can help you review
the big picture of the module, but it doesn’t cover all the points, especially the very detailed
ones.

1 Introduction

1.1 Taxonomy

1.2 Methods

In supervised learning, we designate one attribute as a label and treat the rest as pre-
dictors. We set out to build a model that estimates the value of the label based on the
value of the predictors. Unsupervised learning does not elevate any attribute to the cat-
egory oflabel: all the attributes are treated equally.The essence of unsupervised learning is
encapsulated in the simple question where is my data?

2 Regression

Regression is a supervised problem: Our goal is to predict the value of one attribute (label)
using the remaining attributes (predictors). The label is a continuous variable.
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2.1 Mathematical notation

In simple linear regression, models are defined by the mathematical expression:

f(x) = w0 + w1x (1)

Hence, the predicted label ŷi can be expressed as

f(xi) = w0 + w1xi

2.2 Error

YouMUST know how to calculate a given type of error.Basically, three types: Mean squared
error, sum of squared error and mean abstract error.

ei = yi − ŷi (2)

SSE =
n∑

i=1

e2i

MSE =
1

n

n∑
i=1

e2i
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MAE =
n∑

i=1

|ei|
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2.3 Vector Notation

You MUST know how to write the vector notation or mathematical expression of a given
problem.

2.4 Flexibility and Generalization

More complex model leads to more flexibility, less complex model tends to be a rigid model.
Generalisation is the ability of our model to successfully translate what we was learnt dur-
ing the learning stage to deployment. A model generalises well when it can deal
successfully with samples that it hasn’t been exposed to during training.
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2.5 Overfitting and Underfitting

You MUST know identify whether it is underftting or Overfitting of a given model and
explain the definition of these concepts.

• Underfitting: Large training and deployment errors are produced.The model is unable
to capture the underlying pattern.Rigid models lead to underfitting.

• Overfitting: Small training errors, large errors during deployment. The model is mem-
orising irrelevant details. Too complex models and not enough data lead to overfitting.

• Just right: Low training and deployment errors. The model is capable of reproducing
the underlying pattern and ignores irrelevant details.

3 Classification

3.1 Linear Classification

The simplest boundary is:

• A single point (known as threshold) in 1D predictor spaces.

• A straight line in 2D predictor spaces.

• A plane surface in 3D predictor spaces.

3.1.1 Linear Classifier

You MUST know how to classify a given sample according to a given classifier.
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3.1.2 Quality Metrics

Accuracy and the error (or misclassification) rate E.

3.2 Nearest neighbours

In nearest neighbours (NN), new samples are assigned the label of the closest (most similar)
training sample. It does not involve training.As K increases, the boundary becomes less
complex. We move away from overfitting (small K) to underfitting (large K) classifiers.I n
binary problems, the value of K is usually an odd number. The idea is to prevent situations
where half of the nearest neighbours of a sample belong to each class.
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3.3 Logistic model
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3.4 Bayesian Classifier

3.4.1 Bayes rule

Using a dataset to estimate the priors is very easy, we simply need to count the number
of samples belonging to each class.

However, for the class densities p(x|y = o) and p(x|y = o), we often use Gaussian
distribution to estimate it.

3.5 Confusion Matrix

NOTE: You MUST understand each part of the Confusion Matrix, because you will defi-
nitely be asked to draw the confusion matrix and explain some relevant concepts
during the exam. In detection problems, the most commonly rates used are:

• Sensitivity (recall or true positive rate): TP/(TP+FN)

• Specificity (true negative rate): TN/(TN+FP)

• Precision (positive predictive value): TP/(TP+FP)
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4 Neural Networks and Deep Learning

A neural network is a computing system loosely inspired by the human nervous system,
commonly used as a family of Machine Learning models.

4.1 Perceptron

A single perceptron can act as a basic logical function, such as AND function, OR
function, but it can not perform XOR operation. Multiple-layer-perceptron can implement
XOR function.

4.2 Convolutional Neural Network

You MUST know what CNN and pooling layer do and how they work.
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In short, CNN filters the input with kernel.
To calculate the size of the output feature map after applying a convolutional kernel

(filter) to an input image or feature map, you can use the following formula:

Output Size =

⌊
Input Size−Kernel Size + 2× Padding

Stride

⌋
+ 1

Where:

• Input Size: The height or width of the input feature map .

• Kernel Size: The height or width of the convolutional kernel (filter).

• Padding: The number of pixels added to the border of the input feature map (typically
0 or 1).

• Stride: The step size with which the kernel moves across the input feature map.

• ⌊·⌋: The floor function, which rounds down to the nearest integer.

4.2.1 Pooling layer

Pooling reduces the size of feature maps.

5 Structure Analysis

You NEED to know how to explain structure analysis in your own word.
Structure analysis creates models that identify regions within the attribute space (cluster

analysis) or directions (component analysis) with a high density of samples.
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5.1 K-means clustering

You MUST know how K-means clustering works and how to implement it. The final solution
of k-means clustering is a local optimum, not necessarily the global one. It depends on the
initial choice of center.

6 Density Estimation

Density estimation: Creates models that allow us to quantify the probability of finding a
sample within a region of the attribute space(probability density).

7 Methodology

In machine learning we can identify the following tasks:

• Test: This is the most important task. It allows us to estimate the deployment per-
formance of a model.

• Training: Used to find the best values for the parameters of a model, i.e. to tune a
model.

• Validation: Necessary to compare different modelling options and select the best one,
the one that will be trained.
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7.1 Comparing Models

We use a subset of data, the test dataset, to compute the test deployment performance as
an estimation of the true performance.

If you encounter a question asking you to choose a good model, you need to focus on the
test/validation performance instead of training performance. That means, you may need to
calculate the errors on the test/validation set, don’t use training error for comparison.

7.2 Gradient Descent

Gradient descent is a numerical optimisation method where we update teratively our model
using the gradient of the error surface.

7.3 Validation

Validation methods allow us to use data for assessing and selecting different families of
models. The same data used for validation can then be used to train a final model.
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7.3.1 Comparison

• The validation set approach involves one training round. Models are however trained
with fewer samples and the final performance is highly variable due to random splitting.

• LOOCV requires as many training rounds as samples there are in the dataset, however
in every round almost all the samples are usedfor training. It always provides the same
performance estimation.

• k-fold is the most popular approach. It involves fewer training rounds than LOOVC.
Compared to the validation set approach, the performance estimation is less variable
and more samples are used for training.
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